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Abstract
Human motion prediction from historical pose sequence is at
the core of many applications in machine intelligence. How-
ever, in current state-of-the-art methods, the predicted future
motion is confined within the same activity. One can neither
generate predictions that differ from the current activity, nor
manipulate the body parts to explore various future possibil-
ities. Undoubtedly, this greatly limits the usefulness and ap-
plicability of motion prediction. In this paper, we propose a
generalization of the human motion prediction task in which
control parameters can be readily incorporated to adjust the
forecasted motion. Our method is compelling in that it en-
ables manipulable motion prediction across activity types and
allows customization of the human movement in a variety of
fine-grained ways. To this aim, a simple yet effective com-
posite GAN structure, consisting of local GANs for different
body parts and aggregated via a global GAN is presented.
The local GANs game in lower dimensions, while the global
GAN adjusts in high dimensional space to avoid mode col-
lapse. Extensive experiments show that our method outper-
forms state-of-the-art. Our codes are released1.

Introduction
An important component of our capacity to interact with
the external world resides in the ability to predict the fu-
ture (Martinez, Black, and Romero 2017), based on existing
cues and past experience. Having a mental representation of
how other humans are likely to act is crucial for us to avoid
dangers and make decisions. Likewise, the ability for ma-
chines to anticipate and model human motion dynamics is
very much coveted. Modeling and predicting human motion
is at the heart of many important applications in the com-
puter vision domain such as video making, human posture
tracking (Taylor et al. 2010), as well as the robotics do-
main such as regulating a robot’s response and behaviour
in human-machine interactions (Koppula and Saxena 2013;
Koppula, Jain, and Saxena 2016).

Human motion prediction is challenging since humans do
not follow fixed laws of motion as is the case for inani-
mate objects. The inherent stochastic nature of human be-
haviour invokes complexity in the form of non-linearity and
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Figure 1: Problem illustration. Mathematically, an observed
motion sequence traces out a trajectory on the skeletal pose
manifold. The problem of human motion prediction amounts
to extrapolating this trajectory in a smooth and coherent
manner. We are interested in tasks: 1) predicting the most
likely motion (e.g., continuation of the walking action); 2)
predicting the transition to another specified action (e.g.
transition from current action to eating); 3) fine-grained con-
trol over body parts, e.g., requiring the upper body perform-
ing eating action while the lower body engaging in walking.

high dimensionality. Earlier approaches have typically uti-
lized shallow latent-variable models such as hidden Markov
models (Lehrmann, Gehler, and Nowozin 2014) or Gaus-
sian processes (Wang, Fleet, and Hertzmann 2005) to rep-
resent the motion dynamics with hidden states. In recent
years, many deep learning approaches were proposed and
have yielded improved results. A first class of work utilised
recurrent neural networks (RNNs) such as Long Short Term
Memory (LSTM) (Fragkiadaki et al. 2015), Gated Recur-
rent Unit (GRU) (Martinez, Black, and Romero 2017; Pavllo
et al. 2019) or refined RNN architectures tailored for mod-
eling motion dynamics. Another line of work built upon the
success of deep generative models including Variational Au-
toencoders (VAEs) (Habibie et al. 2017; Yan et al. 2018)
and Generative Adversarial Networks (GANs) (Barsoum,
Kender, and Liu 2018; Kundu, Gor, and Babu 2019).

A major shortcoming of prior works is that they can only
predict a single output sequence for any given observed mo-
tion sequence. However, given our incomplete knowledge of
the present, the future should not be represented as a single
deterministic state but rather a spectrum of plausible out-



comes. Considering only a single future outcome may be
inadequate and lead to misinformed decision making. For
example, in safety-crucial applications such as autonomous
driving, unexpected maneuvers such as sudden overtaking
must be accounted for in guiding the course of actions.

Another severe limitation of existing works is that they
can only predict one single activity belonging to the same
activity as the observed sequence, e.g. predicting ‘walk-
ing’ motion from an observed ‘walking’ sequence. For real
applications such as video synthesis, animation, and game
character movement generation, we usually want to (1) cus-
tomize a future motion with fine-grained control on the body
parts, e.g., requiring the whole body act in ‘walking’ activity
but with the right arm act in ‘eating’, and (2) command the
prediction to smoothly transfer from current activity to an-
other activity. However, existing methods clearly fail to ful-
fill the above requirements. This motivates us to propose the
controlled motion prediction problem. The ability to control
and fine-tune the generated future motion would allow for
a broader research space in human-machine interaction and
would certainly be desirable for many applications.

Inspired by a divide and conquer strategy, we propose a
novel Aggregated Multi-GAN (AM-GAN) framework for
the task of controlled human motion prediction. The gen-
erator module in our architecture allows for conditional mo-
tion generation, which may be used to realize action trans-
fer, i.e., the predicted motion can be controlled to transfer to
a specified action instead of continuing the original action.
AM-GAN models the motion of central spine and four limbs
with separate GANs and the final complete motion is aggre-
gated over them. The aggregation process ensures that the
overall dynamics and interaction between kinematic chains
are balanced and attuned. Dividing the generative model-
ing of the entire human skeletal motion into sub kinematic
chains reduces the complexity of high dimensional motion
generation into a less complicated low dimensional one. Fur-
thermore, such an approach also enables us to acquire fine-
grained control over the generated motion in specific body
parts (chains).

To summarize, our main contributions are: 1) We propose
a generalized 3D human motion prediction problem that al-
lows for adequate and fine-grained control over the predic-
tive spectrum. 2) We design a novel Aggregated Multi-GAN
(AM-GAN) framework to tackle this problem via a divide
and conquer strategy. 3) AM-GAN sets the new state-of-the-
art performance for quantitative short-term prediction and
also generates natural and consistent long-term prediction.
More importantly, AM-GAN also allows control over the
prediction such as generating transitions to specified actions
and fine-grained control of body part movements. The AM-
GAN is, to our knowledge, the first work that can handle
these tasks simultaneously (short-term prediction, long-term
prediction, specified action transfer, and fine-grained motion
prediction control).

Related Work
RNN based Motion Prediction Deep learning has
achieved great success in various fields (Kingma et al. 2014;
Butepage et al. 2017; Liu et al. 2017; Zhu et al. 2020; Xu

et al. 2020). RNN is a natural candidate for modeling hu-
man motion sequence due to their suitability in handling
time series. Each time step of a motion sequence is encoded
as a hidden state that learns the dynamics of the motion up
to the current. The final hidden state corresponding to the
last observed frame is then recurrently updated to generate
a future sequence. This approach has been adopted in sev-
eral works (Fragkiadaki et al. 2015; Martinez, Black, and
Romero 2017). A similar work (Li et al. 2018) employs
convolutional layers instead of RNN units. In general, the
progress within this line of work seeks to better model long-
term temporal dependency and overcome the issue that the
current hidden state tends to be overwhelmed by the last ob-
served frame. (Martinez, Black, and Romero 2017) proposes
to incorporate a residual connection between the RNN units
while (Liu et al. 2019) proposes a hierarchical RNN archi-
tecture. The major shortcoming of this class of works is that
the output is fixed to be a single deterministic future motion
sequence, and would be inadequate for obtaining a represen-
tation of the spectrum of future possibilities.

GAN-based Human Motion Prediction GAN (Good-
fellow et al. 2014) provides an alternative to the RNN based
approach for human motion prediction. In an adversarial
process, a generator network outputs possible future mo-
tion sequences conditioned on an observed input sequence
and a discriminator network assesses how likely these gen-
erated sequences are real or fake. In contrast to RNN-based
approaches, GAN-based approaches (Barsoum, Kender, and
Liu 2018; Kundu, Gor, and Babu 2019) for human motion
prediction are probabilistic in that the learned generative
model can output different sequences of possible future hu-
man poses from the same input sequence by sampling an
additional latent noise vector. A challenging problem with
GAN approaches is mode-collapsing during training, which
leads to generated outputs all lying within certain modes.
(Kundu, Gor, and Babu 2019) proposed a modification of
the discriminator so as to incorporate both adversarial loss
as well as content loss on the predicted motion sequence.

Controllable Motion Prediction To our knowledge,
few existing works assimilate control for motion prediction
tasks. (Holden, Saito, and Komura 2016; Pavllo et al. 2019)
incorporate control parameters in the form of path trajec-
tories along which a predicted walking or running action is
bound to traverse. Another related work (Holden et al. 2017)
adapts the technique of neural style transfer for motion gen-
eration. For example, a walking motion sequence may be
manifested in a jubilant fashion or a depressed manner and
these different styles can be transferred onto a walking se-
quence without altering the essential content. However, the
problem of generating transitions between different class of
actions has not yet been studied in the setting of human
motion prediction. Different from previous works, our ap-
proach does not focus on controlling the trajectory or ex-
pression style of a walking action. Rather, we seek to allow
for predicting transitions between different actions and fine-
grained control over body parts in executing a prediction.



Figure 2: The proposed AM-GAN architecture. Each kinematic chain is modeled by its own sub-GAN (with matching colors).
Each sub-GAN has a generator in the form of a VAE network as well as a local critic. The combined output from all sub-GANs
is then aggregated and passed to a global critic. The aggregation layer and the global critic constitute the global GAN.

Our Approach
In this section, we present the details of our proposed Ag-
gregated Multi-GAN (AM-GAN). The overview of our ap-
proach is inspired by the divide and conquer strategy. We ob-
serve that by reducing the general motion generation task en-
tailing of the entire human skeleton to its constituent skele-
tal kinematic chains, the issue of mode collapsing can be
effectively alleviated, leading to more accurate and diverse
motion sequence forecasts.

Problem Formulation
Presented with an observed human motion sequence param-
eterized as (p1,p2, · · · ,pt) with optional control parame-
ters, we are interested in generating a future pose sequence
(pt+1,pt+2, · · · ,pt+T ).

Each human skeletal pose pi is composed of distinct key
joints. For simplicity, we adopt 3D coordinates to character-
ize the locations of each joint. Mathematically, the skeletal
human pose lies on a manifold, and a motion sequence traces
out a trajectory on this pose manifold, which is depicted in
Fig. 1. The problem of motion forecasting is to find a smooth
extension to the observed trajectory, while action transfer is
to find a smooth transfer from current trajectory to the target
trajectory.

Method Overview and Rationale
Divide and Conquer with Multiple GANs and Aggrega-
tion Existing methods attempt to model the dynamics of
entire human skeletal motion in its entirety. (Jain et al. 2016;
Li et al. 2018) further seek to model spatial dependencies
between joints. These attempts set the problem of motion
generation on an unnecessarily high dimensional manifold.
Optimizing for both the adversarial and content loss on a

high dimensional manifold is harder and more likely to incur
issues of non-convergence, gradient diminishing and mode
collapse (Kodali et al. 2017).

Taking into account the anatomical separability of differ-
ent chains and the difficulty of motion generation in high di-
mensional manifolds, we propose to divide the motion gen-
eration problem into that of the constituent chains and con-
quer the complete problem through an aggregation process
that takes into account the interaction between these chains.

Corresponding to each pose pi, the constituent chains will
be denoted as cji where 1 ≤ j ≤ 5 is the chain index (torso
and four limbs). Note that we also experimented with other
body divisions such as dividing each limb into two parts, but
with no significant performance gain obtained.

Controlled Prediction across Action Types It is not
realistic to confine human motion prediction within a single
class of action, as is the case for existing methods. We pro-
pose a method that explicitly allows for predictions where
one action may transit and evolve into another specified ac-
tion. Therefore, instead of purely RNNs, we engage genera-
tive modeling which are better suited for this objective.

Fine-grained Control of Body Parts Previous motion
prediction works are lacking in their abilities to control in-
dividual body parts in the predicted motion. We attempt to
attain fine-grained control of body components and again,
modeling each kinematic chain with its own specific GAN
plays a major role in this. The capacity to control fine details
of body parts in motion is undoubtedly a very desirable influ-
ence in fostering the versatility and usability in human mo-
tion prediction research. For example, different stylistic pe-
culiarities or gait patterns across different individuals maybe
directly integrated into the final prediction.



Architecture Overview
The overall framework of our method is illustrated in Fig.
2. There are five sub-GANs (local GANs), each taking care
of a kinematic chain. The sub-GANs will now model motion
generation on a lower dimensional manifold which is advan-
tageous from a computational perspective and may be favor-
able in avoiding mode collapse. After a local discrimination
process, the outputs from all sub-GANs are then combined
via an aggregation layer. The output of the aggregation layer
is then passed to the global critic for assessing the quality of
the generated motion sequence in its entirety.

The conditional probability distributions learnt through
the generative modeling process may then be invoked to re-
alize action transfer in motion prediction. The sub-GANs in
the AM-GAN network can further be mobilized to control
the skeletal pose at a fine-grained scale.

Generator In order to effectively interpolate between
latent representations for generating transitions across dif-
ferent action types, we have adopted a Variational Auto-
encoder (VAE) architecture (Kingma et al. 2014) as the gen-
erator module for each of our sub-GAN. Since the task en-
tails sequential timeseries data, the encoder and decoder en-
gage GRU for modeling the motion sequences.

Formally, the encoder (in sub-GAN j) maps the observed
sequence Cj =

(
cj1, c

j
2, · · · , c

j
t

)
to a latent variable zj .

zj = EN(Cj) (1)

The decoder then recursively generates a future prediction
sequence based on this latent vector zj .

C′j = DE(zj) (2)

Aggregation Dynamically, there is interconnection and
interdependence between different kinematic chains, as typ-
ified in the synchronized movements of the right arm and left
leg in walking. Therefore, the individual latent motion con-
texts from each kinematic chain is mapped through a fully
connected aggregation layer, to the final predicted pose se-
quence output as follows:

P′ = Agg

 5∑
j=1

C′j

 (3)

where Agg denotes the mapping function of the aggregation
layer. P′ is shorthand for the future pose sequence.

Critic The critic module consists of Local Critics for each
sub-GAN Dj and a Global Critic DG after the aggregation
layer. A three-layers fully connected feedforward network is
used in both types of critics. The local critics judge the gen-
eration of the five branches of the human body to ensure the
accuracy of local prediction. The rationale is to first focus on
the local context and reduce interference between local com-
ponents or body parts at the base level. However, we cannot
simply ignore the correlation and synchronization between
different body parts in executing a motion. Thus we also in-
clude a global critic to judge the feasibility of the motion and
to ensure the naturalness and accuracy of the entire pose.

Loss Function
Now, we zoom in on the loss function for training AM-GAN.
To account for chain-level and pose-level accuracy, we con-
sider both local loss and global loss. We further engage a
stability loss at the chain-level and a consistency loss at the
pose-level to ensure the authenticity and temporal smooth-
ness of the motion.

Chain-level loss Within each sub-GAN, a generator
outputs the motion prediction of a kinematic chain j. A critic
network Dj learns to assign higher scores to real future se-
quences and lower scores to the generated ones. This gives
the Wasserstein GAN loss for kinematic chain j as:

LChainj = E
Cj

Dj [Cj
t+1:t+T ]− E

C′j
Dj [C ′jt+1:t+T ] (4)

where Cj and C′j respectively denote the real and generated
future sequences for chain j.

On top of the Wasserstein GAN loss, we further introduce
a stability loss given by the variance over LChainj .

LStability =
1

5

5∑
j=1

(LChainj − LChainj )
2. (5)

The local or chain level loss for chain j is given by a
weighted sum of the Wasserstein GAN loss for the chain
as well as the stability loss,

Lj
Local = αLChainj + βLStability + γLj

GroundTruth (6)

where α, β, and γ are weight hyperparameters. Lj
GroundTruth

is the difference between ground truth of chain j and its pre-
diction.

Pose-level loss The aggregation layer aggregates and
balances the five kinematic chains to give a generated pose
sequence P′t+1:t+T . A global critic network DG learns the
authenticity of this pose, incurring a pose-level Wasserstein
GAN loss as:

LPose = E
P
DG[Pt+1:t+T ]− E

P′
DG[P ′t+1:t+T ] (7)

where P denotes the real future pose sequence.
To ensure temporal smoothness, a consistency loss is in-

corporated as

LConsistency =

T∑
i=1

|P′t+i −P′t+i−1|2. (8)

The global or pose-level loss for the global GAN is given
by a weighted sum of the pose Wasserstein GAN loss and
the consistency loss:

LGlobal = λLPose + µLConsistency + ηLGroundTruth (9)

LGroundTruth is the difference between the ground truth pose
sequence P and its prediction P′.

Action Transfer The training for action transfer is chal-
lenging since there are no public MoCap datasets involving
transitions between different actions. We can only train in
an unsupervised way. As illustrated in Fig. 3, we perform
interpolation in the latent space to fill in the discontinuity



Figure 3: We perform motion interpolation in the latent space (i.e., z in VAE) and insert these motion frames (red) to fill up the
discontinuity between two action sequences. Different from other two tasks, here the AM-GAN network is trained to predict an
immediate future pose rather than a sequence.

between two sequences. Specifically, let P = (P1, · · · ,Pt)
be a sequence of actionA1 and P′ = (P′m+1, · · · ,P′m+T ) a
sequence of action A2. We are to transfer from P to P′. We
may first train the VAE generator using large-scale ground
truth sequences of all actions, making it able to predict the
immediate future pose (not future sequence). Then, feed
P and (P′m−t+1, · · · ,P′m) respectively to the trained VAE
network, obtaining their latent vectors z1 and z2. We per-
form interpolation between z1 and z2 to fill in the disconti-
nuity between Pt to P′m+1. Given that z2 contains motion
contexts towards generating prediction P′m+1, the decoded
interpolations will gradually transfer from Pt to P′m+1.

Fine-grained pose control Breaking down the motion
generation to chain level representations allows us to nat-
urally incorporate fine-grained manipulation of each chain.
Specifically, assuming that we are to generate the future se-
quence of an observed ‘walking’ sequence P and wants to
control the right arm to act like ‘direction’. We can train the
proposed network for each action independently. Then, we
simply feed P into the trained ‘walking’ network to generate
future ‘walking’ action for the five chains. Similarly, we feed
P into the trained ‘direction’ network to generate future ‘di-
rection’ action for the right arm chain. We replace the right
arm chain generated by the ‘walking’ network with that of
the ‘direction’ network, and feed the new five chains to the
aggregation layer to generate a natural final pose sequence.

Experiments
Dataset and preprocessing
In order to verify the ability of our model, we selected the
largest and widely used data set: H3.6m (Ionescu et al. 2014)
that contains 3.6 million human images with 3D poses (com-
prising 25 distinct skeletal joints) obtained via the Vicon mo-
cap system. There are 15 different action classes performed
by 7 subjects. Following the protocol of previous methods
(Fragkiadaki et al. 2015; Jain et al. 2016), subject 5 is used
for testing while the data for the other 6 subjects are used
for training. The observed sequence has 25 frames and the
predicted output sequence is also set to 25 frames.

Implementation Details
We use Tensorflow to implement our method. For each of
our sub-GAN, we have adopted a Variational Auto-encoder
(VAE) architecture (Kingma et al. 2014) as the generator
module. The encoder and decoder of VAE consist of a GRU

with 1,024 hidden units. The training of the GANs follows
that of Wasserstein GANs (Gulrajani et al. 2017) but with
our customized loss function outlined in the Loss Function
section. The aggregation module is a full connected layer
with 1,024 units. The local critic is a three-layer fully con-
nected feedforward network with 512 units, while the global
critic possesses 1,024 units. The Adam Optimizer (Kingma
and Ba 2014) is employed with initial learning 5e-5 and the
batch size is set to 16.

Quantitative Evaluation on H3.6m dataset
We benchmark our method against previous methods, in-
cluding ERD (Fragkiadaki et al. 2015), SRNN (Jain et al.
2016), RRNN (Martinez, Black, and Romero 2017), LSTM-
AE (Tu et al. 2018), HP-GAN (Barsoum, Kender, and Liu
2018), CEM (Li et al. 2018), BiHMP-GAN (Kundu, Gor,
and Babu 2019), SKel-Net (Guo and Choi 2019), HMR (Liu
et al. 2019) and QuaterNet (Pavllo et al. 2019). Following
previous work, the mean angle error (MAE) is adopted as
the evaluation metric. We report the results in Table 1 over
four actions ‘Walking’, ‘Eating’, ‘Smoking’, ‘Discussion’.

As shown in Table 1, our method generally achieves su-
perior performance in quantitative accuracy over the state-
of-the-arts. One case in point is that the actions have dif-
ferent levels of complexity. For example, walking is a more
regular action and demonstrates a high degree of periodic-
ity whereas discussion is more complex and basically aperi-
odic. As would be expected, prediction accuracy falls with
complexity of the action, which is observed throughout the
empirical results. One noteworthy remark is that our method
demonstrates significant improvements for the more com-
plex action types such as discussion. This can be attributed
to the fact that by modeling body parts and skeletal kine-
matic chains separately, our AM-GAN approach is less af-
fected by lack of regularity and periodicity in the overall mo-
tion pattern. Furthermore, comparing against the other two
GAN frameworks HP-GAN and BiHMP-GAN, the superior
performance of our AM-GAN for both short-term and long-
term prediction is also an indicator to the effectiveness of the
divide and conquer approach in modeling local body parts
and merging them at the final stage.

For the sake of completeness, we benchmark our method
over the remaining 11 H3.6m actions against the two most
recent and state-of-the-art works HMR and QuaterNet. The
comparison results are shown in Table 2. It can be seen that
our method achieves new state-of-the-art performance quite



Methods \Time (ms) Walking Eating
80 160 320 400 1000 80 160 320 400 1000

ERD (Fragkiadaki et al. 2015) 0.93 1.18 1.59 1.78 2.24 1.27 1.45 1.66 1.80 2.02
SRNN (Jain et al. 2016) 0.81 0.94 1.16 1.30 1.80 0.97 1.14 1.35 1.46 2.11
RRNN (Martinez, Black, and Romero 2017) 0.33 0.56 0.78 0.85 1.14 0.26 0.43 0.66 0.81 1.34
LSTM-AE (Tu et al. 2018) 1.00 1.11 1.39 —— 1.39 1.31 1.49 1.86 —— 2.01
CEM (Li et al. 2018) 0.33 0.54 0.68 0.73 0.92 0.22 0.36 0.58 0.71 1.24
HP-GAN (Barsoum, Kender, and Liu 2018) 0.95 1.17 1.69 1.79 2.47 1.28 1.47 1.70 1.82 2.51
SKelNet (Guo and Choi 2019) 0.34 0.52 0.69 0.70 0.90 0.23 0.39 0.50 0.71 1.23
BiHMP-GAN (Kundu, Gor, and Babu 2019) 0.33 0.52 0.63 0.67 0.85 0.20 0.33 0.54 0.70 1.20
HMR (Liu et al. 2019) 0.34 0.52 0.67 0.69 0.90 0.22 0.31 0.51 0.69 1.21
QuaterNet (Pavllo et al. 2019) 0.23 0.37 0.59 0.66 0.86 0.20 0.33 0.54 0.68 1.17
AM-GAN (Ours) 0.23 0.51 0.62 0.66 0.84 0.20 0.31 0.49 0.66 1.15

Methods \Time (ms) Smoking Discussion
80 160 320 400 1000 80 160 320 400 1000

ERD (Fragkiadaki et al. 2015) 1.66 1.95 2.35 2.42 3.14 2.27 2.47 2.68 2.76 3.11
SRNN (Jain et al. 2016) 1.45 1.68 1.94 2.08 2.57 1.22 1.49 1.83 1.93 2.19
RRNN (Martinez, Black, and Romero 2017) 0.35 0.64 10.3 1.15 1.83 0.37 0.77 1.06 1.10 1.79
LSTM-AE (Tu et al. 2018) 0.92 1.03 1.15 —— 1.77 1.11 1.20 1.38 —— 1.73
CEM (Li et al. 2018) 0.26 0.49 0.96 0.92 1.62 0.32 0.67 0.94 1.01 1.86
HP-GAN (Barsoum, Kender, and Liu 2018) 1.71 1.89 2.33 2.42 3.20 2.29 2.61 2.79 2.88 3.67
SKelNet (Guo and Choi 2019) 0.26 0.47 0.91 0.89 1.56 0.29 0.62 0.88 1.00 1.68
BiHMP-GAN (Kundu, Gor, and Babu 2019) 0.26 0.50 0.91 0.86 1.11 0.33 0.65 0.91 0.95 1.77
HMR (Liu et al. 2019) 0.26 0.47 0.90 0.91 1.49 0.29 0.55 0.83 0.94 1.61
QuaterNet (Pavllo et al. 2019) 0.26 0.49 0.92 0.89 1.67 0.28 0.62 0.87 0.95 1.89
AM-GAN (Ours) 0.25 0.46 0.88 0.88 1.10 0.28 0.55 0.81 0.92 1.58

Table 1: Performance evaluation (in MAE) of comparison methods over 4 different action types on the H3.6m dataset

Directions Greeting Phoning Posing
Time (ms) 80 160 320 400 1000 80 160 320 400 1000 80 160 320 400 1000 80 160 320 400 1000
HMR 0.38 0.58 0.77 0.90 1.43 0.52 0.85 1.25 1.40 1.73 0.56 1.09 1.50 1.61 1.80 0.24 0.53 1.12 1.42 2.50
QuaterNet 0.36 0.57 0.78 0.90 1.42 0.52 0.81 1.25 1.38 1.73 0.58 1.12 1.49 1.60 1.82 0.26 0.56 1.19 1.41 2.56
AM-GAN (Ours) 0.36 0.57 0.75 0.89 1.41 0.51 0.86 1.24 1.36 1.70 0.54 1.05 1.48 1.58 1.79 0.22 0.51 1.10 1.41 2.48

Purchases Sitting Sittingdown Takingphoto
Time (ms) 80 160 320 400 1000 80 160 320 400 1000 80 160 320 400 1000 80 160 320 400 1000
HMR 0.58 0.83 1.19 1.25 1.99 0.38 0.61 1.01 1.15 1.66 0.39 0.75 1.12 1.28 1.91 0.21 0.44 0.85 1.01 1.42
QuaterNet 0.59 0.83 1.21 1.24 2.37 0.37 0.58 0.99 1.11 1.62 0.37 0.73 1.09 1.23 1.94 0.24 0.48 0.88 1.02 1.43
AM-GAN (Ours) 0.55 0.85 1.18 1.23 1.95 0.35 0.60 0.98 1.13 1.60 0.36 0.72 1.08 1.20 1.85 0.23 0.41 0.83 0.99 1.40

Waiting Walkingdog Walkingtogether Average
Time (ms) 80 160 320 400 1000 80 160 320 400 1000 80 160 320 400 1000 80 160 320 400 1000
HMR 0.27 0.59 1.02 1.33 2.21 0.55 0.87 1.20 1.36 1.84 0.26 0.50 0.69 0.71 1.21 0.39 0.69 1.06 1.46 1.79
QuaterNet 0.29 0.58 1.03 1.30 2.38 0.53 0.89 1.19 1.34 1.97 0.24 0.45 0.65 0.68 1.31 0.38 0.69 1.05 1.47 1.82
AM-GAN (Ours) 0.23 0.56 1.00 1.29 2.15 0.53 0.85 1.18 1.33 1.80 0.22 0.45 0.71 0.73 1.19 0.37 0.67 1.04 1.43 1.75

Table 2: Performance evaluation (in MAE) over 11 remaining action types on the H3.6m dataset

consistently for both short term and long term predictions.
As shown in Fig. 4, we also visualize the results of our
method against current state-of-the-art HMR, observing that
our method delivers more natural and smooth sequences.

Action transfer
We now consider scenarios where we control the specific
action performed in the future. Some generated sequences
depicting transitioning back and forth between different ac-
tions are showcased in Fig. 5, where the middle six frames
are generated transition frames. Empirical results show that
our method is able to smoothly and authentically transfer
from one action to another.

Human pose control
We can assimilate high level controls over specific body
parts with AM-GAN. The local and global level generation
can be seamlessly combined to create natural and consistent

Time (ms) 80 160 320 400 1000
Walking

Remove Local Critic 0.40 0.63 0.73 0.85 1.01
Remove Global Critic 0.35 0.61 0.72 0.84 1.92
Remove sub-GANs 0.90 1.10 1.61 1.79 2.01
AM-GAN (Complete) 0.23 0.51 0.62 0.66 0.84

Discussion
Remove Local Critic 0.40 0.71 0.89 1.20 2.89
Remove Global Critic 0.29 0.62 0.87 1.00 1.19
Remove sub-GANs 2.20 2.51 2.68 2.71 3.20
AM-GAN (Complete) 0.28 0.55 0.81 0.92 1.58

Table 3: Ablation studies on different components of our
AM-GAN evaluated over ‘Walking’ and ‘Discussion’.

motion sequences. As an example, we illustrate in the left
figure of Fig. 6 on how we may control the movements of
the right leg in the predicted sequence. Specifically, given a
walking sequence, we generate its future ‘walking’ sequence



Figure 4: Some visual results.

Figure 5: Action transfer examples.

but enforce the right leg act like ‘eating’ action prediction.
Similarly, in the right figure of Fig.6, we show another ex-
ample where we predict the future ’posing’ action sequence
but command the left hand to follow a ‘direction’ action pre-
diction.

Ablation Studies
We quantitatively analyze the contribution of various design
components, including removing the 5 sub-GANs, remov-
ing the local critic and global critic. The empirical results
are reported in Table 3. One crucial finding is that incorpo-
rating sub-GANs and a divide and conquer strategy indeed
improves over the baseline with a single GAN for model-
ing the motion generation. Modeling the constituent chains
instead of the entire pose directly reduces complexity, thus
improving the short-term and long-term prediction capabili-
ties. Furthermore, it may be observed that the improvement
over the baseline is more significant in the case of aperiodic
actions such as ‘Discussion’. This is likely due to the fact
that zooming in on individual body parts is more effective
for modeling complex and irregular motion, where different
body parts usually engage differently in the motion. Another
observation is that the local critic enhances the short-term
prediction whereas the global critic elevates long-term pre-
diction performance.

Figure 6: Fine-grained control over different chains in the
predicted motion. In the left figure, we predict a ‘walking’
action (purple) with the right leg following the action of
‘eating’ (red). The result is shown on the bottom row with
matching colors. In the right figure, we predict a ’posing’
action with the left hand following the ‘direction’ action.

Conclusion
In this paper, we propose a novel human motion predic-
tion problem to incorporate control. In order to reduce the
complexity of optimizing over the entire human pose man-
ifold and to achieve fine-grained control, we employed a
divide and conquer strategy and modeled each kinematic
chain separately with our AM-GAN. On top of improving
the state-of-the-art for both short and long-term predictions,
AM-GAN also allows for controlling of the prediction spec-
trum. This includes generating transitions to a desired action
or fine-grained control over specific body parts. We are pos-
itive that controllable motion generation would open many
doors in adjacent fields.
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